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SUMMARY

An analysis of the flow of a second-order fluid is presented. Reference values for some variables are
defined, and with these a non-dimensional formulation of the governing equations. From this formula-
tion, three dimensionless numbers appear; one is the Reynolds number, and two numbers that are called
the first- and second-dimensionless normal stress (NSD) coefficients. The equations of motion are solved
by a finite element method using a commercially available program (Fidap), and the steady state
converged solution was used to measure the die swell. The factors that influence die swell and that are
studied in this work include: the die geometry for circular cross sectional dies, including tubular,
converging, diverging, half-converging/half-tubular shapes; fluid characteristics such as Reynolds number
and first- and second-DNS coefficients (both positive and negative values); and flow rates, as determined
by the maximum velocity in a parabolic velocity profile at the entrance to the die. The results suggest that
shear and deformation histories of the fluid directly influence not only swell characteristics, but also
convergence characteristics of the numerical simulation. Copyright © 1999 John Wiley & Sons, Ltd.

KEY WORDS: die swell; second-order fluid; finite element

1. INTRODUCTION

Many liquids of industrial, geological and natural fields cannot be adequately described by the
classical linear viscous fluid model. Many models have been suggested to explain the departure
from the Newtonian behavior. One such family of models is referred to as fluids of differential
type, a subset of which are the incompressible fluids of grade 2, also known as second-order
fluids or Rivlin–Ericksen fluids. Fluids of this type cannot experience stress relaxation, but can
adequately represent other types of flow which will be discussed later on in the paper.
Free-surface flows are also of practical interest. One of the most common examples is the flow
of material as it emerges from a circular die. It is well-known that for a Newtonian liquid, the
diameter of the issuing liquid (the extrudate) will be slightly larger or slightly smaller than that
of the die orifice, depending on the Reynolds number; this indicates that viscous effects
contribute to the swelling mechanism. For other materials, the ratio of the diameter of the jet
to the diameter of the die orifice (called B) can be significantly greater than unity, a
phenomenon commonly known as die swell.

The diameter of the extrudate has a direct influence on the final product being produced.
Thus, it is desirable to be able to identify and qualify the conditions that would generate
maximum swell, as well as to predict its magnitude for a particular material being modeled.
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The two factors that determine die swell are the process conditions and the properties of the
fluid. Process conditions include the geometry of the die (a circular cross section has been
assumed in all cases), mass flow rate, and temperature. Fluid properties include the viscosity,
density, and first and the normal stress coefficients. The purpose of this paper is to establish
some qualitative trends of the die swell produced by changes in the process conditions and the
properties of the fluid.

2. FUNDAMENTAL EQUATIONS

It is instructive to write down the equations governing the motion of the fluid. An asterix (*)
indicates a quantity with physical dimensions. In a later section, non-dimensionalized equa-
tions are presented and results are given in terms of non-dimensional quantities.

Let xi* be the ith component of the particle position vector, x. In the case of an
incompressible fluid, and neglecting body forces, the equations [1] that must be solved are the
equation of mass conservation,

(u1*
(x1*

+
(u2*
(x2*

+
(u3*
(x3*

=0, (1)

where ui* is the ith component of the velocity vector, v; the equation of angular momentum
conservation,

s ij*=s ji*, (2)

where sij is the stress tensor; and the equation of linear momentum conservation,

r*
�(ui*
(t*

+uj*ui, j*
�

=
(s ij*
(xj*

, (3)

where r* represents density.
Consider the isothermal case, in which there is no need to include the energy equation. The

fundamental problem in rheology is that in the linear momentum equation (Equation (3)
above), an expression is needed for the stress tensor in terms of the kinematic tensors. This
expression is what is commonly known as the ‘constitutive equation’ for stress and is discussed
in the next section.

3. CONSTITUTIVE EQUATION

In a fluid at rest, s ij*= −p*dij, where p is the pressure and dij is the unit tensor. For a fluid
in motion, and for a ‘second-order’ fluid model, the extra stress tensor s ij*+p*dij can be
represented by

s*+p*I=h*A1*+ [n1*(0)+n2*(0)](A1*)2−
1
2

n1*(0)A2*, (4)

where I=dij is the unit tensor, A1* [= (Aij
(1))*} and A2* [= (Aij

(2))*} are the first and second
Rivlin–Ericksen tensors, h* is the Newtonian viscosity, and n1* and n2* are the first and second
normal stress coefficients. These stress coefficients are a function of the shear rate g; *, i.e.
n*=n*(g; *), and can be determined by viscometric measurements.
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The equation of linear momentum can be combined into a single expression by using
Equations (3) and (4). In tensor notation, this would be,

r*
�(ui*
(t*

+ui*ui, j*
�

= −
(p*
(xj*

dij+h*
((Aij

(1))*
(xj*

+ [n1*(0)+n2*(0)]
(

(xj*
[(Aij

(1))* ]2−
1
2

n1*(0)
(

(xj*
(Aij

(2))*. (5)

4. THE SECOND-ORDER FLUID MODEL

A grade 2 fluid model, like all flows, will be shaped and formed by its boundary conditions.
This model can also incorporate a mechanism for dissipation similar to that of the Newtonian
fluid model, but it further allows for non-zero normal stress differences, two material
parameters, and provides for a new mechanism for diffusion of velocity and vorticity. On this
account, this model opens up new possibilities and introduces a richer physics that is not
available with the Newtonian model. Similar to the Newtonian fluid model, it also has a
frame-indifferent constitutive equation. It is mainly for these reasons that this model deserves
studying. As for its limitation, this model cannot describe materials that experience stress
relaxation.

The formula of Equation (4) was first obtained by Criminale et al. [2], who showed that with
h*, and n1* and n2* possibly depending on g; *, this equation will give the stress exactly in any
fluid of differential type, undergoing steady, viscometric flows. Coleman and Noll [3] further
showed that Equation (4) also emerged as a second-order retardation expansion of the stress,
where the first-order of this retardation would be the Navier–Stokes form of the stress.
Previous applications of this model have been discussed by Truesdell and Noll [4].

In the past, however, this fluid flow model has generated a lot of controversy. Two of the
most polemical points are, the rest-state would seem to be unstable (Joseph [5,6]), and a given
sign of the first and/or second normal stress coefficients n1* and n2* would seem to be associated
with unstable behavior (Ting [7]; Markovitz and Brown [8]; Colemann and Markovitz [9];
Coleman et al. [10]; Dunn and Fosdick [11]). A thermodynamic analysis of these two points is
presented by Dunn and Rajagopal [12], including some historical background and develop-
ment of flows of differential type. Results and analysis of the rest-state is beyond the scope of
this work, but it suffices to say that Dunn and Rajagopal have proven that, fluids that are
consistent with thermodynamics, are well behaved in this limit. This paper is limited to the
analysis of such fluids. In a following section, the issue pertaining to the sign of the normal
stress coefficients will be discussed in more depth. At this point it can be anticipated that
solutions were found for both positive and negative normal stress coefficient values.

5. DIMENSIONLESS FORM OF THE EQUATIONS

In order to express Equation (5) in a non-dimensional form, the following characteristic
quantities measured at the die exit were used (see Figure 1); V0* is a reference value of the
velocity, and L0* is the distance corresponding to the half-radius of the die. With these values,
we can define the following dimensionless quantities

Copyright © 1999 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 29: 1–18 (1999)
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x=
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If these values are replaced in Equation (5), the term on the left-hand side is now
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�
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The term on the right-hand side of Equation (5) is now
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Multiplying both Equations (7) and (8) by [(r*(V0*)2)/L0* ]−1, the final form of the equation of
conservation of linear momentum is obtained�(ui
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+ui ui, j
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Equation (9) presents three dimensionless numbers that characterize flows of second-order
fluids. One is� h*

r*V0*L0*
�

=
1

Re
, (10)

or the inverse of the Reynolds number. The other two dimensionless numbers are� n1*
r*(L0*)2

n
and

� n2*
r*(L0*)2

n
, (11)

and to the knowledge of the authors, these have not been given any name in any prior work.
Let us call these NSD1 and NSD2, for normal stress dimensionless numbers 1 and 2. The NSD
number might be perceived as a ratio of the normal forces to inertial forces. This can be seen
by expressing it as

n*
r*(L0*)2=

n*
�V0*

L0*
�

r*V0*L0*
.

The quantity (V0*/L0*), which was multiplied in the numerator and denominator of the NSD
number, represents the shear rate at the wall. The numerator consists of the normal stress
coefficient multiplied by shear rate (an indication of the normal stress produced by the

Figure 1. Boundary conditions for the die swell problem.
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shearing). The denominator consists of a quantity that represents the inertial stress (analogous
to the similar interpretation given for the same term in the Reynolds number). However, it
should be noted that the NSD numbers do not depend on velocity.

In terms of these dimensionless numbers, Equation (9) can be written as�(ui

(t
+ui ui, j

�
= −
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(xj

dij+
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(Aij
(1))2−

1
2
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(Aij
(2)

(xj

"
.

(12)

All results presented here are based on the above dimensionless formulation of the
equations.

6. BOUNDARY CONDITIONS

Boundary conditions present a difficult issue on flows of this nature. There are special flow
situations which require very special boundary conditions. In general, the boundary conditions
used in the solution of the Navier–Stokes equations (in terms of velocity and pressure fields
only) are not sufficient to completely render the problem determinate. There is no complete
mathematical theory, to the knowledge of the authors, that would help in the selection. On the
other hand, Equation (3) would indicate that the necessary boundary conditions are velocity
and the stress fields specified at all boundaries. This is however, not necessary in the present
case, as velocity fields will often place conditions on stress. The conditions needed are
described next, in a way not different from other researchers who have worked on similar
problems, some of them on viscoelastic materials; see e.g. Keunings [13]; Barakos and
Mitsoulis [14]; Young-Cheol and Ryan [15]; Giorgious et al. [16]; and Hurez et al. [17].

The kinematic equation of motion to be solved is that of Equation (12), where all boundary
conditions make reference to Figure 1.

6.1. At the die entrance AB

We assume a fully developed flow, and the velocity follows a parabolic distribution, i.e. on
AB,

6 z*(r)=Vmax* [1− (r*/L0*)2] and 6 r*=6u*=0, (13)

where u represents the azimuth angle, Vmax* is the velocity at the center line of the die, and 2L0*
is the diameter of the die. Rewriting in terms of dimensionless parameters,

6z(r)=V(1−r2) and 6r=6u=0, (14)

where r=r*/L0*, 6=6*/V0* and V=Vmax* /V0*.
This parabolic velocity distribution would correspond to the solution of the Newtonian flow.

This velocity distribution would satisfy the equations of a second-order flow model only in the
case of creeping (non-inertial) flow [18–20]. When inertial effects are included there is no
analogy. This velocity distribution, however, was used in all cases, and was specified at a
distance 3.5L0* upstream from the die exit (3L0* was specified in a converging-tubular die
geometry). The hypothesis was that any deviation from the parabolic profile in an actual run
should adjust to a new steady state condition before reaching the die exit.

This hypothesis was tested by extending the upstream length of the tube to 10L0* and
observing the change in velocity profiles along the tube for a typical set of values. The results

Copyright © 1999 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 29: 1–18 (1999)
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Figure 2. (a) Streamlines upstream from die exit. (b) Radial velocity distribution from tube entrance at 0, 5, 10 and
15L0*. (c) Uz vs. axial distance: top graph, radius 0.5L0*; bottom graph, radius 0, die exit at z=0, flow in tube −20L0*

to z=0, free flow z=0–20L0*.

are presented in Figure 2. (The particular details of the simulation will be explained in a later
section. Note also the flow at the tube exit, including the swell of the material as it comes out).
It can be observed that the velocity profile does not change for all practical purposes, along the
length of the tube. All graphs illustrate the fact that noticeable velocity changes take place at
the die exit. It is then concluded that this parabolic velocity is an acceptable boundary
condition at the entrance plane, and further more, that 3.5L0* provides an adequate distance
for the flow to reach a steady flow condition before the die exit. This statement should not be
confused with the possibility of fluid ‘conditioning’ before the die exit. The prior history of the
flow is going to affect the die swell as will be observed later.

6.2. On AC or the die wall

There is no slip present on the wall, i.e.

6 z*=6 r*=6u*=0, or 6z=6r=6u=0.

Copyright © 1999 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 29: 1–18 (1999)
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Figure 2 (Continued)

6.3. On CD is a free-surface

We specify both a velocity and a stress boundary condition. These are,

6n*=0 or 6n=0 (velocity normal to the surface),

snn* and sns* =0 or snn and sns=0 (normal and tangential shear stress),

snu* and sus* =0 or snu and sus=0 (axisymmetry).

6.4. On DE or down stream exit condition

s zz* =0 or szz=0,

Copyright © 1999 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 29: 1–18 (1999)
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6 r*=6u*=0 or 6r=6u=0.

6.5. On BE or center symmetry line

6 r*=6u*=0 or 6r=6u=0,

s rz* =0 or srz=0 (no shear stress).

At point C there is a stress singularity. At this point there is a sudden change in boundary
condition, from no-slip to free-surface flow. This introduces some difficulties which will be
addressed in the next section.

7. EVALUATION AND VALUES OF THE NSDs

The functional dependence between the NSDs’ numbers and g; * is expressed by

NSD1=
a1

1+b1d2, NSD2=
a2

1+b2d2, (15)

where d2=1
2dijdij and dij is the rate of the deformation tensor, and a1, b1, a2, and b2 are

constants.
As discussed before, there is an important controversy in the literature about the proper

signs of the NSDs for ‘physically realistic fluids’. Aside from the work of Dunn and Rajagopal
[12] which has been discussed before, Coleman and Markovitz [9] concluded that NSD1 should
be negative whenever Equation (4) occurs as an expansion of some special constitutive
equations to terms of second-order in a retardation parameter. This is the same conclusion
found experimentally by Markovitz and Brown [8] and by Tanner [21] using a poly-
isobutylene–cetane solution. However, work performed by Ting [7] on unsteady flows, and
work by Coleman et al. [10] on laminar shearing flow, pointed to instability and non-existent
results when NSD1 is negative. Others [22–24] argue that the sign of NSD1 is a function of
shear rate.

The results presented here take no side on the above issue. Some of the results presented are
anticipated below, by saying that numerical solutions for both positive and negative values of
the constants a1, b1 (and in a few cases for a2 and b2) were found. Several values of the
constants a1, b1, a2, and b2 were tested, although convergence was possible for only some of the
values.

8. SOLUTION METHOD AND LIMITATIONS ON THE SIMULATION

The analysis presented here was based on Fidap, a commercial finite element software package.
A numerical simulation was performed for a given set of conditions, as was a detailed analysis
of the flow. However, only the swell was measured and is presented here. The value of the
parameters that increase the swell are shown, up to the convergence limits of the numerical
simulation. For certain simulations, there are quite often severe limitations on the range of
results presented. In a paper that has some relevance to the problem here, Keuning [13] gives
an overview of the difficulties associated with the solution of free-surface flows for the case of
viscoelastic fluids. In general, these difficulties can be traced to the following particulars of the
problem:

Copyright © 1999 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 29: 1–18 (1999)
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Figure 3. Schematic representation of the mesh for a straight die.

� Swell behavior involves a free-surface that is not known in advance and must become part
of the solution.

� A stress singularity at point C in Figure 1 results in stresses becoming infinite at the die exit.
In a numerical method, a given mesh size limits the magnitude of the stress, but with
increasing mesh refinement this stress would increase without boundaries, which is an
argument for selecting a moderate mesh size. Further work on the singularity of the stress
at this point can be found in References [16,25–28].

� Finally, there are limitations that pertain to inherent instabilities that physically occur on
the flow, which, if captured by the simulation, would explain why convergence cannot be
attained.

9. PARTICULARS OF THE FINITE ELEMENT SOLUTION

The phenomenon of die swell is produced by relaxation of the velocity profile and stress fields
from the values inside the die to a uniform velocity profile and isotropic stress field of the free
jet. The relaxation of variables is balanced by viscous forces in the fluid. Other forces such as
surface tension and gravity are neglected (both set to zero) in the simulation. Because the
problem is highly non-linear, it is solved in two stages. The flow is first solved for an inlet
boundary condition (parabolic velocity distribution on line AB in Figure 1), which is one-tenth
of the final condition. The simulation is performed with the free-surface modeled in an
immobile boundary condition. Then the solution to this simulation is used as the starting point
of a simulation with an actual free-surface condition. The inlet boundary condition is then
incremented 10 times by using the result of the previous solution as the starting point of the
following solution, until the desired velocity values at the entrance to the die are reached.

As for other boundary conditions, the solution sets point C as fixed in space, although the
angle of the free boundary at this point is set free. The slope at point D is set to zero, although
its vertical position is free and determined by the solution. The Newton–Rapson iterative
method is used to solve the system of equations at each step. Other details can be found in the
Fidap documentation manual [29].

The basic schematic representation of the mesh generated for a straight tubular die geometry
is shown in Figure 3. For clarity, this mesh only shows one-half of the actual divisions used.
Grid density was increased near the die exit, near the walls, and near the free-surface to better
capture the velocity changes. The upstream distance from the die exit is 3.5 half-diameters, and
the velocity profile specified at the die entry is parabolic (fully developed). The downstream
distance is set to 20 half-diameters, which guarantees that the velocity vector at point D is
horizontal. In all simulations, there were 645 nodal points, 203 elements, and 1651 unknowns
(equations).

Copyright © 1999 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 29: 1–18 (1999)
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10. RESULTS AND DISCUSSION

Among the changes in the geometry of the die, several angles for a converging and diverging
die should be considered. Finally, a half-converging half-tubular die is modeled. Several flow
rates are considered for each geometry, along with changes in the values of the Reynolds
number and values of the NSD1 and NSD2 numbers.

The displayed values represent those for which convergence was achieved. It might be
possible to attain convergence for other values presented here, but that would be by an
unforeseen manipulation of relaxation parameters that control the numerical method, or by
some strategy other than the one explained in the previous section. These limitations must be
seen within the context of a general lack of basic understanding of the pathology of loss of
convergence (these problems are vividly clear in viscoelastic flow [26]).

10.1. Straight tubular die

We take the base case as that in which the velocity distribution at the die entrance is

V(r)=2(1−r2), 1/Re=1.0,

a1=0.333, and b1=a2=b2=0 (from Equation (15)). (16)

The measured value of the die swell value was B=1.1334, or 13.34%.

10.1.1. Variation with a1 6alues. Several positive and negative values of a1 where selected.
Figure 4 illustrates the results. We can observe that, although there are solutions for positive
and negative values of a1, larger (positive) values of a1 would result in greater die swell.

10.1.2. Variation with 1/Re. Results of this simulation are presented in Figure 5. At smaller
values of 1/Re, there was no convergence. The percentage die swell displays an essentially
logarithmic dependence on 1/Re. Although the values of B are within a narrow range, the
curve shows physically correct behavior, where, at very low values of 1/Re, the material would
swell without boundaries.

Figure 4. Die swell vs. a1.

Copyright © 1999 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 29: 1–18 (1999)
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Figure 5. Die swell vs. 1/Re.

10.1.3. Variations with mass flow rate. All variations with mass flow rate were accomplished
by changing V in Equation (14). Two sets of points are shown, for positive and negative values
of a1. The results are shown in Figure 6.

It is interesting to note the different slopes of the trends of the two sets of points. In both
cases, these trends seem to be linear, but again, the value of the swell did not change much as
the velocity increased threefold. Similar qualitative results, for positive values of a1, are
presented in the literature for this same die geometry but for different solution schemes and
fluid properties, e.g. by Luo and Tanner [30]. No convergence was possible for higher values
of V, perhaps because instabilities were present in the flow. For positive values of a1, the
increasing trend seems to be physically correct, in as much as higher flow rates generate greater
shearing at the die surfaces and should result in greater swell as the material exits the die. A
similar argument also applies for negative values of a1, where it can be argued that the shearing
would result in negative normal stress that would yield a decreasing die swell.

In the cases that result in larger swell, i.e. on positive values of a1, it was observed that
even higher values were obtained for swell as mass flow rate was increased, but at greater
values of normal stress coefficients. When the value of V is increased (from V=2 in the
base case), and for a1=b1=1.9, it was observed that the solution reaches a plateau, as
shown in Figure 7.

Figure 6. Die swell vs. V ; × , a1=0.333, �, a1= −0.333.

Copyright © 1999 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 29: 1–18 (1999)
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Figure 7. Die swell vs. V where a1=b1=1.9.

Increasing the mass flow rate and the values of a1 and b1 allowed a simulation to be run with
values of a1=b1=2.0, V=8.6 (all other parameters were as in the base problem) and the
measured value of B=22.87%.

10.1.4. Variation with normal stress dimensionless numbers (NSDs). Variation with the
constants a1, b1, a2, b2 of Equation (15) are more difficult to quantify and demonstrate.
However, some general conclusions can be discussed before tabular results are presented.

All non-zero values of the second normal stress coefficients (a2 and b2) resulted in a
diverging result when the first normal stress coefficients (a1 and b1) were not zero and positive.
A few results could be obtained when a1 and b1 were zero, and when a2 or b2 were small. The
maximum value of the swell, B=13.9%, was observed for a1=b1=0, a2=b2=0.4. For some
values of a1 negative, a few converged solutions can be obtained. Some samples are the
following,

B(%)b2a1 b1 a2

0.40.4 13.820−0.1
13.730.4−0.2 0 0.4

Larger values of swell were observed for non-zero values of a1 and b1 and when a2=b2=0.
When this was the case, and between a1 and b1, a1 was observed to have a dominant effect on
swell. Some examples of the above cases are shown in Table I.

10.1.5. Variation with 1/Re and with NSD1. With these results in mind, a diagram of the die
swell versus the normal stress coefficients is presented, where a1=b1 has been taken, and for
various values of the inverse of the Reynolds number (l/Re). Figure 8 shows that for
1/Re=0.8, the few obtained values suggest a curve similar to that corresponding to 1/Re=1.0,
but displayed upward, as one would expect when viscous effects are less important in the flow.
The opposite can be observed for 1/Re=1.2, where we can now obtain converged solutions for
higher values of the normal stress parameters. No converged solutions were found for negative
values of the horizontal axis.

Copyright © 1999 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 29: 1–18 (1999)
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Table I. Swell (%) vs. normal stress dimensionless parameter

a1

−0.5 0.6 1.90.5−1.0

12.62 13.55 13.700.2 12.35
13.6913.5512.610.4 12.32

12.60 13.55 13.69b1 0.6 12.29
13.6913.5512.580.8 12.27

0.9 13.55
13.691.0

16.121.9
16.102.0

b1 2.1 16.08
16.012.5
15.943.0

10.2. Con6erging and di6erging dies

It is of practical interest to quantify the variations in swell for various other geometries of
the die. In converging and diverging dies, an extensional flow is superimposed on a shearing
flow. Results from converging and diverging dies for Newtonian flows are discussed in
References [31,32]. For the same mass flow rate as that of the base case (Equation (16)), the
angle of the die is defined, as shown in Figure 9.

Figure 8. Die swell vs. a1=b1; 2 1/Re=0.8, � 1/Re=1.0, × 1/Re=1.2.

Figure 9. Angle a of the die used in the simulation.

Copyright © 1999 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 29: 1–18 (1999)
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Figure 10. Die swell vs. angle a ; � a1=0.33, × a1= −0.33.

Plotting die swell as a function of the angle a produces the results shown in Figure 10, for
a1=90.33. The die swell indicates an almost linear behavior with respect to the angle a for
the range of values considered, where positive values in the variable a1 produce more swell.

This is an unusual result, because for many fluids, contraction of the flow would result in
greater swell (e.g. the work reported in Reference [33] on annular flows). Those results would
seem to suggest that the die swell observed on such cases is due to stress relaxation as in
viscoelastic materials. The results observed here would then be particular to our model.

10.3. Con6erging tubular die

A simplified geometry of a more complex and more realistic die geometry is shown in Figure
11. A similar geometry and a conceptually similar approach to this problem can be found in
Reference [30], where some die swell results are presented as a function of the length of the
tubular section. In the simulation of this paper, the geometry of the die is fixed with the
proportions shown in Figure 11. A velocity vector diagram of a converged solution for this
geometry is shown in Figure 12.

Figure 11. Simplified geometry of die used in the simulation.
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Figure 12. Diagram of velocity vectors when V=0.2 and a1=b1=3.0.

To establish a base case for our next series of simulations the following properties and
parameters were set

1/Re=1.0,

a1=b1=2.0,

a2=b2=0,

at section AA in Figure 11, V(r)=0.046(1−r2). This velocity distribution would be equivalent
to a velocity distribution in the straight tubular section V(r)=1.6496(1−r2) if the converging
portion was not present.

10.3.1. Variations with a1. Figure 13 illustrates the variation of the die swell with a1.
It is surprising to see that the die swell is almost constant for negative values of a1; it is as

if the swell had reached a minimum value and further changes in the properties of the material
will no longer modify it. For positive values, the swell is directly dependent on the value of a1.

Copyright © 1999 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 29: 1–18 (1999)
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Figure 13. Die swell vs. a1.

10.3.2. Variations with 1/Re and with the NSD1. Results of a simulation in this geometry are
presented in Figure 14, which displays die swell behavior versus the first normal stress
coefficient and for three values of 1/Re. As observed before in the case of straight tubular die,
and for 1/Re=0.8, the few obtained values suggest a curve similar to that corresponding to
1/Re=1.0, but displayed upward, as one would expect for less viscous flow. A curve displayed
downward was observed for 1/Re=1.2. When these results are compared with those obtained
for a straight tubular die, it is observed from Table I that for a1=b1=1.9, swell was 16.12%.
This swell value is higher than that observed in Figure 14 for a smaller mass flow rate and a
similar value of the first normal stress (:15.2%). This geometry, however, allows for solutions
with greater values of the first normal stress coefficient, and, as the values of a1 and b1

increase, swell increases accordingly. No converged solutions were found for negative values of
the horizontal axis.

10.3.3. Variation with flow rate. The centerline velocity V (set at V=0.046 at the die
entrance) was varied and the effect on the die swell was recorded. The variations are shown in
Figure 15, where the maximum value of B is 24.1%, corresponding to an entry centerline
velocity of V=0.2.

Figure 14. Die swell vs. al=bl; 2 1/Re=0.8, � 1/Re=1.0, × 1/Re=1.2.

Copyright © 1999 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 29: 1–18 (1999)
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Figure 15. Die swell vs. inlet velocity V ; a1=b1=2.0.

One run was attempted with these same conditions but with a1=b1=3.0; maximum swell
was 29.2%.

11. CONCLUSIONS

Swell in this paper’s model is a complex function of both the shear and unfolding deformation
of the fluid. Solutions were found for positive and negative values of the normal stress
coefficient. The influence of the second normal stress coefficient, for those few converged
solutions obtained, seems to indicate that its effect on the swell appears to be of minor
importance. Swell was strongly dependent on the first normal stress coefficient, and although
solutions were found for both positive and negative values of the coefficient, positive values of
the parameter a1, were observed to have the stronger effect on the swell.

With respect to the numerical simulation, the complex interrelation of the flow conditions
and the material properties on the process would preclude solutions in what sometimes seem
simple extensions of past solutions. As with all numerical simulations, there is always great
interest in discerning whether the limitations in obtaining a solution to a problem are due to
the physics of the problem (instabilities) or to numerical difficulties. This question must be
answered by experimentation.
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